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Abstract. This paper presents an algorithm for membrane structure
extraction in electron microscopy (EM) stacks, which is one of the crit-
ical tasks in the brain structure analysis. We first classify the pixels
into membrane and non-membrane classes by adaptive threshold classi-
fication using edge strength, then dark blobs which may be incorrectly
classified into the membrane class are eliminated from the class by check-
ing its co-occurrence in the neighboring images of the stack. After that,
we extract more features and use them to train a SVM for further clas-
sification on pixels. Finally, post-processing is applied on the probability
map obtained from the SVM to recover some membrane structures which
may be misclassified into the non-membrane class and to eliminate some
dark regions which are incorrectly classified into the membrane class.
Experimental evaluation shows that our method performs well on the
test datasets.
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1 Introduction

The electron microscopy (EM) stacks analysis is indispensable to the study of
brain structure and function. Many researches have been conducted in the area
of the application of EM to brain study [2-4]. Accurate membrane detection
method of the EM stacks with high robustness to noise and image alignment
errors is required for biological studies such as neuronal development and recon-
struction of neuropile [1]. Membrane extraction is to classify the pixels into two
classes, i.e., membrane and non-membrane classes. The most widely used algo-
rithm to carry out this duo classification is the machine learning based algorithm.
Such algorithm learns from a training dataset, and then run the classification
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on the testing datasets. The result is given in the form of the probability image
where each pixel has a value between 0 (100% membrane certainty) and 1 (100%
non-membrane certainty). As some global information such as the membrane
shape, and the consistency of membrane in the neighborhood may be difficult to
be incorporated into this pixel based method, we use a post-processing step to
improve the result. The rest of the paper is organized as following. We introduce
our two-step classification in Sect. 2 and Sect. 3. Post-processing is described in
Sect. 4. The experimental result and quantitive evaluation are given in Sect. 5.
The conclusion is given in Sect. 6.

2 Initial Classification

In this section, we detail our initial classification method, including: adaptive
threshold classification using edge strength (ADTES), and dark blob location.

2.1 Adaptive Threshold Classification Using Edge Strength

Small dark regions in the non-membrane class may be incorrectly regarded as
membrane, and small bright regions in dark blobs may impact the dark blob
location step, which will be discussed later. We use attribute opening process [5]
to eliminate these regions as well as noise before performing ADTES.

The ADTES starts with finding a measure of the edge strength in the input
image using a 3 x 3 Sobel filter. For each pixel, the size of its local neighborhood
is increased (from a 3 x 3 neighborhood up to a maximum of Wm x Wi, Wi is
the maximum width of the membrane structure) until the mean of the non-zero
edges in the neighborhood of the Sobel image exceeds a global edge strength
threshold. If this threshold is exceeded before Wy, is reached, a local grey-scale
threshold is then determined for this neighborhood in the input image, and the
classification threshold for the pixel is set to the local grey-scale threshold. If the
global edge strength threshold is not exceeded, the classification threshold is set
to a global grey-scale threshold. Given the classification threshold, we classify a
pixel as membrane if its grey level value is lower than the threshold; otherwise,
as non-membrane.

The edge strength and grey-scale thresholds are derived as follows. The global
mean, Mg, standard deviation, std, and edge strengths are calculated for all
non-zero edges in the Sobel image. The global edge strength threshold is set to:
Mg + B x std, where 3 is the weight on standard deviation used in thresholding
edges. The global grey-scale threshold is set to the mean of the input grey-level
image for all pixels which have edges strength greater than Mg. The local mean
edge strength is calculated for all non-zero edges in the local neighborhood of
the Sobel image. The local grey-scale threshold is set to the mean grey-level of
all pixels in the local neighborhood of the input image which have edges with
above local mean edge strength. An example of the ADTES result is given in
Fig. 1.
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Fig. 1. An example of the ADTES process. (a): Input image. (b): Result after attribute
opening. (c¢): Classification result (black for membrane pixel, white for non-membrane
pixel).

2.2 Dark Blob Location

In this step, we locate the dark blobs which are regarded as membrane and
should be eliminated from the membrane class. As most neural structures are
narrow, while the dark blobs are not, we first perform erosion to the membrane
structure using a round mask with a radius of Mf; thus most neural structures
will be eliminated from the membrane class. Each connected region in the result
of erosion is called a blob core which is corresponding to a possible dark blob,
and the dilation to the blob core with the same round mask is its blob region.
Some thick neural structures may be incorrectly regarded as dark blob. It is hard
to recognize them in a single image, but it will be easier when considering the
image stack. Dark blobs have the following two properties: (1) they are close to
each other in the neighboring images of the 3D stack; (2) the size of the dark
blob change gradually in the neighboring images. We find dark blobs from all
possible dark blobs based on these two properties.

With the first property, we check if the dark blobs are close to each other
by the following. For each possible dark blob, we project its blob region onto
the neighboring images in the stack, and then we check all pixels in the neigh-
boring images within the projected region. All blob cores located in this region
are denoted as the corresponding blob cores. If a dark blob has at least one
corresponding blob core in each of the 4 sequential neighboring images, the dark
blob will be kept; otherwise, it will not be regarded as a dark blob any more.

With the second property, we check the change ratio of the blob size by the
following. For each possible dark blob, we project its blob region onto the two
neighboring images, and then we calculate the size of the overlapping region
between the projected blob region and the corresponding blob region in the two
neighboring images. We denote the size of its blob region by S, and denote the
larger value of the two overlapping sizes by O. If the value of % is too small,
i.e., smaller than a threshold, T7, it indicates a sharp size change of a dark blob
between two neighboring images, which is unlike to happen. In such a case, this
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dark blob is more likely to be a thick neural structure and will not be regarded as
a dark blob any more. On some occasions, structures which are near to the dark
blob may be incorrectly connected by the nearby dark blob, and this will also
result in a small %. To handle this, we introduce another threshold, T5. If % is
higher than T5, we accept the whole blob region. If the value of % is smaller than
T and higher than 77, we set the blob region to the maximum overlapping area
and recalculate the blob core. We iteratively carry out the process described
in the above paragraph and the process described in this paragraph until all
possible dark blobs are regarded as dark blobs. Fig. 2 shows the result of dark
blob location in an image. After finding the location of dark blobs, we label the
pixels in the dark blobs as non-membrane (i.e., bright part in Fig. 1).

T~ . -

(a) (b) (c)

Fig. 2. The result of dark blob location. (a): Blob cores of all possible dark blobs. (b):
Blob region of all possible dark blobs. (c): Dark blobs found using the process described
in Sect. 2.2.

3 Further Classification Using SVM

In this step, we use a multiple scales scheme to extract features for each pixel. The
features include: Laplace filter, Sobel filter, attribute opening filter [5], bilateral
filter [7], non-linear anisotropic distribution, Hessian magnitude, the difference
of Gaussians, the mean and variance of local neighborhood, the mean and round-
ness of mean-shift segmentation, and the distance transformation of the result
obtained from the ADTES. We use the results from the ADTES together with
all these features to train a SVM classifier. The number of non-membrane pixels
is much larger than that of membrane pixels in the training data. But in order
to obtain a good SVM classifier, the balance of the two classes in the training set
is required. Therefore, we randomly select 50000 pixels (half membrane pixels
and half non-membrane pixels) from all pixels of the training image sequence.
We employ radius basis function (RBF) core in our SVM classifier and the pa-
rameters of RBF is trained according to the cross-validation accuracy [6]. An
example of the classification result of test images is shown in Fig. 3.
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Fig. 3. (a): Original image. (b): The result of (a). Probability obtained from the SVM
classification (from 0 (membrane) to 1 (non-membrane)).

4 Post-processing

In the two-class classification the threshold is often set to 0.5. However, some
membrane pixels which have higher probability values than 0.5 will be regarded
as non-membrane and this may cause the break of a membrane structure, such
as the region pointed out by the red arrow in Fig.4(a). To reduce the break,
we first set the classification threshold, T, higher than 0.5; and then we find
the possible membrane by selecting the pixel whose probability value is lower
than T¢. By doing this, the membrane pixels with higher probability values
than 0.5 can be included into a possible connected membrane region. Some dark
regions in the non-membrane region, such as the region pointed out by the red
arrow in Fig.4(b), may be incorrectly selected as possible membranes. For each
connected possible membrane region, we check if it has a circle structure which
is the prominent property of a membrane structure. If it has no circle structure,
it must has only one adjacent non-membrane region, and we set the pixels in
this possible connected membrane region to its adjacent non-membrane region.
For each connected region, we calculate the average probability value over all
pixels in this region to obtain the final result. The results after post processing
are shown in Fig.4(c) and (d).

5 Experimental Results

The parameters can be set empirically or trained from the training data set. In
our experiment, the parameters are set as the following: 77 = 0.3, T, = 0.8,
Tc = 0.6, and Wiy = 33. The results of some images in the test image sequence
are shown in Fig. 5. The quantitative evaluation to the method is carried out
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Fig. 4. (a) and (b): The probability value before post-processing (scaled to “0-255”).
(c) and (d): The results of (a) and (b) after post-processing.

based on three metrics, i.e.: pixel error, Rand error [8], and warping error [9]. The
evaluation result of our method is, Rand error: 0.15314, warping error: 0.00068,
and pixel error: 0.08787.

6 Conclusion

In this paper, we proposed an algorithm for automatical extraction of membrane
using two-step classification and post-processing. In the pixel classification step,
we firstly build an initial classifier on pixels. The initial classifier is built by
segmenting the input image into a binary image with an adaptive threshold based
on edge strength and dark blob elimination. Then, we extract more features to
train a SVM classifier for pixels. The post-processing step further improves the
results based on the circle property of the membrane structure. The experimental
results show that our method performs very well for the three metrics.
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Fig.5. Results of our method. (a)-(c): Images from test sequence. (d)-(f): Results
obtained from our method.
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